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Abstract

The relations among growth rates in gdp and four aggregate demand 
components associated with inventory management are approximated 
by a neural var model with  t-Student disturbances and an arch covari-
ance matrix. The estimation sample corresponds to Peru’s market-based 
growth experience (1993Q1-2010Q1). The main finding is that a posi-
tive shock to private demand growth will contemporaneously generate 
a more than proportional increase in production growth. This amplifi-
er impact effect is consistent with the cycle of inventories and the aver-
age incidence of the inventory investment growth inside the production 
growth during the last four recessions.
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1. INTRODUCTION

Since the 1940s the inventory cycles  of Metzler (1941) have 
been recognized as a predominant characteristic of eco-
nomic cycles (Blinder and Maccini, 1991). Their impor-

tance has been confirmed as lengthier expansions observed 
recently in the world economy came to an end with the United 
States (us) financial crisis (2007-2008) and the temporary col-
lapse of international trade (see Alessandria et al., 2010), which 
also impacted the demand associated to commodity exports.

The sustained expansions seen since the start of the 1990s, 
particularly in the developed world, fostered growth in emerg-
ing economies due to greater commercial and financial open-
ness. In general terms, this expansion was characterized by 1) 
a decreasing and eventually low world inflation, an environ-
ment that had not been observed since the 1960s; and 2) a re-
duction in the gdp growth volatility.

The literature on inventories have justifiably become rel-
evant because they provide an explanation for the observed 
phenomenon of sustained and stable expansions, also known 
as the Great Moderation. According to this explanatory history, 
the continuous development of information technologies, 
communications, and sales forecasting techniques have fos-
tered improvements in inventory management accompanied 
by a consequent reduction in the volatility of inventory varia-
tion (in other words, inventory investment or flow of invento-
ry balances), which explains the reduction in the volatility of 
United States gdp and its corresponding growth rates (see, for 
instance, Kahn et al., 2002).

The prolonged economic expansion in us that started in 
1991 was followed by a very short recession during the first few 
months of 2001, in which massive inventory liquidation was in 
contrast to the smooth movements observed previously, even 
before the prolonged expansion. For Kahn and McConnell 
(2002), this massive liquidation did not show that improve-
ments in inventory management had been tenuous, but that 
firms had predicted falling sales long before they appeared, 
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wich allow them to drastically reduce their inventories and 
thereby avoid excessive accumulation. Predicting the fall in 
sales allowed them to reduce their production in advance and 
then ration inventories according to demand, maintaining in-
ventory-to-sales-ratios close to desired values.1

To characterize the stabilization observed in the us dura-
ble goods sector, Kahn (2008) points to two key facts: 1) a sig-
nificant reduction in the volatility of output growth and 2) a 
more modest reduction in the volatility of sales growth. To 
characterize the stabilization of aggregate output in Austra-
lia, Simon (2001) also highlights two key facts: 1) changes in 
the inventories cycle, and 2) declines in underlying output  vol-
atility. By dismissing an increase in structural stability (the 
previously mentioned explanatory history), Simon (2001) ex-
plains the second key fact through a decline in the volatility 
of productivity shocks (supply shocks) that hit the economy, but 
leaves the source of such shocks as an open question.2 In any 
case, the sectoral decomposition (by productive sectors) pro-
vides an explanation for the Great Moderation, which is com-
plementary to that based on a decomposition of gdp growth 
by type of expenditure,3 and both lines of work emphasize the 
unconditional variance of gdp.

1	 The objectives of predicting sales and remaining close to the 
desired ratio imply that movements in inventories amplify busi-
ness cycle fluctuations. Despite this, the average  contribution 
of inventories to the volatility of gdp growth in the usa (its 
average incidence) is smaller. The model in the following section 
encompasses those contributions.

2	 Later in this paper it will be seen that Simon’s underlying out-
put (2001) is actually an aggregate demand excluding inventories, 
meaning it is inappropriate to decompose it with an output 
function in order to estimate productivity shocks.

3	 Eggers and Ioannides (2006) point to a decline in the importance 
within gdp of relatively more volatile sectors (agriculture and 
manufacturing) in favor of other less volatile ones (financial 
and services) as the  explanation for the Great Moderation. Davis 
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The recent financial crisis in usa (2007-2008) affected de-
mand associated with exports as part of the inventory cycle in 
the economic cycle, generating an unparalleled collapse and 
recovery of international trade. The literature has highlight-
ed the role of private domestic demand and the inventories 
mechanism (Alessandria et al., 2010), as well as the private do-
mestic demand of a country’s main trading partner (Eaton et 
al., 2011), the latter being the most important determinant of 
external demand for exports.

In this context, although towards the start of 2010 it was too 
early to outline a general description of the turning point stem-
ming from the us crisis in 2007-2008, the experience of Peru 
up until then might be illustrative of the inventory cycle in an 
emerging economy, despite having only a few business cycles, 
i.e., recorded under market conditions (Barrera, 2009). More-
over, economic relations between inventory growth during gdp 
growth shocks and three aggregate demand components (pub-
lic domestic demand, private domestic demand and external 
demand for exports) stand out as being the least studied in Peru.

Table 1 quantifies the importance of inventory change as a 
percentage of gdp variation in the four recessions observed 
in Peru prior to that generated as a consequence of the us cri-
sis in 2007-2008.4

The average of these coefficients is 230.4%, with a variation 
range of [100.9, 466.6]. As a reference, the average for the usa 
is 87%, with a variation range of [2, 232] according to the cal-
culations made by Blinder and Maccini (1991) with the eight 
recessions recorded during 1948-1982. Firstly, this confirms 
that shifts in inventory investment have contributed by ampli-
fying the recessive phases of the Peruvian economy since the 
start of the 1990s, especially the most recent one. Secondly, 

and Kahn (2008) seek a more complete explanatory theory, with 
several interacting factors.

4	 The units employed are peak to trough changes in the four-quarter 
average percentage variations  (percentage variations in four-quarter 
moving averages expressed in millions of 1994 nuevos soles).
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and in contrast to the Great Moderation observed in us busi-
ness cycles, Peru has seen a phenomenon of demoderation, at 
least since the third recession recorded.5

This paper aims to explain why the demoderation  phenome-
non takes place in Peru. To that end we quantitatively approxi-
mate the dynamic relations (potentially asymmetric) between 
inventory growth, gdp growth and three aggregate demand 
components (domestic public demand, domestic private de-
mand and, especially, external demand for exports) during 

5	 Note that the coefficients for usa are calculated using peak to 
trough flows in billions of 1982 dollars, making them indirectly 
comparable with coefficients for Peru.

Table 1

AVERAGE INCIDENCE OF INVENTORY CHANGES 
Inventory investment and recessions since 1990

Reference variable: nonprimary 
gdp (peak-trough dates)

Change in four-quarter 
average percentage variations 

(peak-trough) Inventory 
investment 
to real gdp 

(2/1)Real gdp (1)

Inventory 
investment 

(2)

Sample: 1992M12-2007M12a

(1) 1995M7-1996M10 −2.4 −2.4 100.9

(2) 1997M12-1999M8 −1.7 −3.5 212.1

(3) 2000M8-2001M8 −1.8 −2.6 141.9

(4) 2003M3-2004M6 −0.7 −3.3 466.6

Average (1-4) −1.6 −2.9 230.4

Memo: 2008Q2-2009Q2 −3.3 −12.2 373.9

a Four-quarter average percentage variations were the units employed to identify 
business cycles in Peru’s economy using the Bry-Boschan approach (see Barrera, 
2009).
Source: Author’s calculations using data at levels from the Banco Central 
de Reserva del Perú.
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Peru’s market-based growth experience between the first quar-
ter of 1993 and the first quarter of 2010 (1993Q1-2010Q1).

The second section describes the data that will be used to 
obtain empirical results. These data allow us to outline what 
we tentatively and temporarily call the stylized facts  regarding 
the use of inventories. In principle, inventories serve to buf-
fer the effect of demand shocks on manufacturing operations, 
although they can also be used for other objectives  that would 
explain the demoderation phenomenon in Peru. The third 
section presents a conceptual framework with respect to pro-
duction and inventory decisions to provide a qualitative expla-
nation for the demoderation phenomenon. The fourth section 
proposes a flexible nonstructural model to approximate the 
dynamic asymmetric relations among gdp and inventories 
and three aggregate demand sources, as well as a structural 
model to decompose the covariance matrices of the last peri-
od in the sample (final period T = 2010Q1). The fifth section 
describes the results in terms of conditional covariance and 
impulse responses in an attempt to provide an explanation 
for the demoderation phenomenon in Peru. The sixth section 
gives the conclusions. 

2. DATA AND STYLIZED FACTS: AGGREGATE 
FLOW OF INVENTORIES IN PERU 

Data used in this study are taken from the Banco Central de 
Reserva del Perú and are available on its website under the title 
“Economic Statistics” at the following links: All Sets, Economic 
Activity and gdp expenditure, at <https://estadisticas.bcrp.
gob.pe/estadisticas/series/trimestrales/pbi-gasto>. Figures 
are originally expressed in real 2007 soles.

2.1 Aggregate Data of Inventory, Production, and Demand 

Aggregate production and inventories of firms in an economy 
will obviously respond to different types of demand shocks. 
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Thus, aggregate demand excluding inventory investment 
(AgDem) can be decomposed into:

1)	 real exports, goods and nonfinancial services (XDem);

2)	 public sector: real consumption and investment, goods 
and nonfinancial services (PuDem); and

3)	 private sector: real consumption and investment, goods 
and nonfinancial services (PrDem).

Figure 1 illustrates the four-quarter average percentage varia-
tions  of those three components, and this data transformation  
will be used throughout the study.6 To represent the scenario 
it was not sufficient to use the variance of the aggregate AgDem: 
fluctuations in PuDem  were aimed at offsetting those in PrDem 
on several occasions (anticyclical policies) since the start of the 
1990s (with a weak quantitative impact though), and since 1996 
aimed to offset short term fluctuation in XDem (partially and at 
their discretion). Only since 2001, as comprehensive financial 
constraints  on the public sector imposed during the economic 
stabilization were lifted, the frequency of these more focused 
countercyclical policies increased. These constraints consist-
ed of continuous fiscal efforts to build public revenues to en-
able more effective medium-term anticyclical policies, which 
fostered a larger quantitative impact of fluctuations in PuDem 
during the sharp fluctuation in XDem  caused by the crisis in 
the usa in 2007-2008.

It is also important to consider two other endogenous vari-
ables: 1) real calibrated balance of inventories (BInv), and 2) 
real gross domestic product (gdp).

6	 One reason for not following the rules established in the litera-
ture for real cycles is due to the fact that data at levels contains 
a significant measurement error component, while these vari-
ations have a very low signal-noise ratio. Thus, Section 3 only 
provides a qualitative explanation that allows for structurally 
interpreting the empirical results in Section 5.
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Figure 2 shows the same type of variations for these two vari-
ables, together with those of AgDem. It can be seen that AgDem 
and gdp grow at very similar rates. Meanwhile, the growth of 
BInv  remained relatively close to aggregate demand since the 
reversal of the period of inventory overaccumulation at the end 
of 19947 and until the end of 1998. Later, three overaccumu-
lations of growing magnitude are observed, the first ending 

7	 This episode of overaccumulation reflected, at first, the recovery 
of production recorded by the success of the stabilization program 
(inflation decreased drastically, although still at double-digit 
levels), as well as the optimistic outlook for the economy before 
the end of the internal war, in the second half of 1992.

10

Figure 1
AGGREGATE DEMAND AND COMPONENTS

Four-quarter average percentage variations,
1991Q1-2010Q1

PrDem

Source: author’s calculations, using data at levels from the Banco Central de Reserva 
del Perú.
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at the peak of 2000Q2; the second at that of 2003Q2; and the 
third at that of 2008Q1.8

Although only aggregate data is available for inventory in-
vestment, DInv, the increasing amplitude of BInv  growth cycles 
might be explained by the growing participation of goods-in-
process inventories in the whole DInv, particularly in tradi-
tional export sectors.

2.2 Stylized Facts for Aggregate Inventory Flows

The stylized facts on the relation between inventory invest-
ment, sales and production in Peru are presented similarly to 

8	 The third reversal reaches negative rates of around 12% between 
2009Q4 and 2010Q1.

Figure 2
INVENTORY STOCK, PRODUCTION AND AGGREGATE DEMAND 

Four-quarter average percentage variations
1991Q1-2010Q1

Source: author’s calculations, using data at levels from the Banco Central de Reserva 
del Perú.
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in the literature on us inventories. We attempt to explain two 
stylized facts: 1) why is production more or less volatile than 
sales? and 2) why are inventory investment and sales not neg-
atively correlated?9

One approach to these stylized facts comes from the uncon-
ditional sample moments of four-quarter average percentage vari-
ations, with quarterly frequency, of different gdp components 
by type of expenditure (one subaggregate of which is aggre-
gate demand excluding inventory investment, AgDem). Table 2 
presents the mean and standard deviation of these changes, as 
well as their correlations with inventory investment variation 
(DInv) and calibrated inventory stocks (BInv)10 for two sample 
subperiods: before and during the period following the inter-
national financial crisis arising from the us crisis in 2007-2008.

In terms of standard deviations, production in Peru is less 
variable than sales (demand) for all AgDem  components except 
private consumption (in both subperiods). Might there be in-
centives to use inventories as a buffer against positive demand 
shocks and maintain smooth production growth?

Given the extreme values in the means and standard devi-
ations of DInv  variation, the changes of calibrated inventory 
stocks, BInv, is a more stable indicator. This is confirmed in its 
correlations with the variance of all expenditure components.

Correlations with DInv  variation reveal that variance in in-
ventory investment and sales (demand) are positively correlated 

9	 A third stylized fact emerges from recent improvements in the 
quality of inventory investment statistics for developed countries: 
The most volatile components of inventory investment are not 
finished goods inventories of the manufacturing sector, but 
rather its commodity inventories, as well as retail trade inven-
tories (see Blinder and Maccini, 1991).

10	 High levels of volatility in inventory investment growth rates 
in Table 2 justify such calibration (see Annex A) and explain 
emphasis on the relations between growth rates of aggregate 
production, aggregate demand and a calibrated  sequence of 
inventory stocks.
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in the period 1995-2007 for all components of AgDem  except 
exports. In period 2008-2010, they are negatively correlated, 
except public consumption. The size of all the correlations with 
DInv  variation is close to zero due to the large proportion of 
noise present in DInv.

Correlations with the variation of BInv  are more informative: 
changes in calibrated inventory stocks and sales (demand) are 
positively correlated in period 1995-2007 for all components 
of AgDem  except exports. They are also positively correlated in 
period 2008-2010 except for public consumption. The magni-
tudes of this second group of correlations take values far from 
zero due to a clearer sign in calibrated stocks BInv (a small pro-
portion of noise).

Why are variations of BInv  and that of demand not negatively 
correlated? Could there be additional incentives for accumu-
lating inventories at a higher  rate than the minimum needed 
to cover positive shocks in demand growth and thereby slow 
or stabilize production growth?

If firms’ main incentive for holding inventories is to meet 
positive shocks in demand growth and thereby smooth the 
evolution of production in order to leverage complementary 
opportunities such as, for instance, low input prices, firms are 
said to be producing to build stocks. In this case, changes in 
BInv  allow them to control supply in response to demand fluc-
tuations. Nevertheless, successive periods with higher than 
expected demand growth rates lead to increased production 
to meet part of the unanticipated demand and even achieve 
additional growth in BInv. This extra incentive for larger BInv 
growth stems from a need to increase a nonfinancial asset that 
offsets higher short-term borrowing incurred to cover produc-
tion when demand is growing just in case this demand growth 
reverts (successive periods with lower expectations regarding 
demand growth could have symmetric effects). Hence, BInv 
and production operate in a coordinated manner, but with 
different periods, where BInv  can be more than just the main 
instrument for offsetting demand shocks over the short-term.
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Finally, although the stylized facts favor these hypotheses, it 
is worth questioning their suitability. Should we consider the 
description of those unconditional  moments as a correct de-
scription of the stylized facts for the relations between aggre-
gate demand growth, on the one hand, and growth in BInv  and 
gdp, on the other? According to the variance decomposition 
theorem, the conditional variance of an available data set is 
less than unconditional variance. A more general theory sets 
forth that conditional covariance is different to unconditional 
covariance (which is also valid for the correlations). Therefore, 
the unconditional moments can only provide a preliminary de-
scription. In this regard, this paper aims to determine whether 
the conditional moments of the data provide evidence for the 
presence of the demoderation phenomenon in Peru.

3. GENERAL THEORETICAL MODEL 
WITH HETEROSCEDASTICITY 

Sensier (2003) presents a model that encompasses those of 
Blanchard (1983), Blinder (1986), Eichenbaum (1989), Kahn 
(1987), and Ramey (1991) based on the model of Callen et al. 
(1990) and Cuthbertson and Gasparro (1993). Being It  a vec-
tor of M  levels of inventories held by a representative firm by 
type of good k, for instance, if M =3, k =1 (finished goods); k =2 
(work-in-progress) and k =3 (raw materials), denominated in 
units of some finished consumer good that serves as a numer-
al. Moreover, the vector of functions for its corresponding de-
sired levels is defined as 

  1  	 I I S z h rt t t
I

t
S

t
H* * , , , ,=













+ − + −
   

 

where St  is the vector of sales in period t11  of M types of goods 
(to the market and to the firm’s transfer pricing area), zt

I  is a 

11	 It is feasible to interpret this function for desired inventory levels 
in period t as dependent on sales in period t, whatever this level 
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vector of technological change factors in period t  for inven-
tory control procedures for M  types of goods, rt

H  is the finan-
cial-tax benefit of holding inventories as an asset12 in period t 
and ht

S  is a vector of M  standard deviations in period t  of the 
prediction error (one period ahead) of each component of vec-
tor of sales St ,  conditional to all data available up to current 
period t. The signs under each variable suggest the direction 
of dependence in comparative statics (Callen et al., 1990, and 
Cuthbertson and Gasparro, 1993). The costs or losses incurred 
for moving away from desired levels are defined as the function 

  2  	 C C I It
A A

t t= −( ),*

that has been named accelerator  in the literature.13 The physical 
cost of holding inventories, which includes renting warehouse 
space, maintaining a suitable environment for preserving the 
qualities of the goods (for instance, refrigeration), transport 
equipment upkeep and man-hours for operating it, among 
others, is defined as the vector of functions 

  3  	 C C It
m m

t= ( , ),δ  

where δ  is the vector with M  rates of depreciation (maximum 
effective decrease allowed) of each good k  held in the firm’s 
inventories (for instance, δ f  is the component corresponding 

may be (including a predicted or expected level and elaborated 
with data available in any previous period t − s, where s > 0). The 
literature has typically considered it as dependent on expected 
sales for period t (see, for instance, Sensier, 2003; Cuthbertson 
and Gasparro, 1993; Blinder and Maccini, 1991).

12	 See Sensier (1993). Callen et al. (1990) treat it as a unitary fi-
nancial cost for holding inventories.

13	 For instance, the sum of quadratic terms corresponding to each 
good k, multiplying each one by a coefficient bk 2 .
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to finished goods).14 The cost of producing finished goods is 
defined as the function 

  4  	 C C v Pt
P P

t t= ( , ),

where vt  is the marginal cost term that varies over time15 and 
Pt  is the level of production.16 To simplify, from now on we 
assume that a firm only holds inventories of finished goods 

I It t
f=( ),  meaning all the vectors mentioned previously in 

this section are scalar.
The inventories restriction  establishes a relation between pro-

duction, sales, and finished goods inventory flows 

  5  	 ,f
t t tP S I= +∆  

14	 In Blinder (1982, 1986a, 1986b) and Sensier (2003), Ct
m is a 

quadratic function in I t
f  without a constant and with coeffi-

cient e2 2  for the quadratic term. Eichenbaum (1989) use a 
quadratic function, but with coefficient e t1  for the linear term 
(that varies over time). Here the physical holding costs depend 
on depreciation rates (that can vary over time).

15	 In Eichenbaum (1989) it is a stochastic shock to the marginal 
cost of producing Pt  in order for the model to encompass the 
motive for production cost smoothing of Blanchard (1983) and 
West (1990), such as for instance a shock to relative factor prices. 
In general, it can be any variable that affects a firm’s intertempo-
ral production decisions, such as financial or liquidity position 
(Cuthbertson and Gasparro, 1993; Sensier, 2003) or a one step 
ahead sales forecast error (Sensier, 2003 also uses production 
forecasts in her estimates).

16	 In Blanchard (1983), Eichenbaum (1989), Sensier (2003) and 
West (1990), Ct

P  is a quadratic function in Pt  without a constant 
and with coefficients vt  for the linear terms and a 2  for the 
quadratic term. If a is positive, marginal production costs are 
rising and the model encompasses the production smoothing 
motive of Blinder (1986a); if a  is negative, the model includes 
the case considered by Ramey (1991).
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that is normally used to obtain total flows (billed and unbilled) 
of finished goods sales. The historic sequence of inventory 
flows can be used to obtain inventory stocks, for instance, of 
finished goods,

  6  	 I I It
f f

t
f

t
f= −( ) +−1 1δ ,

i.e., an equation of perpetual inventories where δ f  is the de-
preciation rate of finished goods inventories.

Under these assumptions, the firm maximizes the condi-
tional expectation of the present value of real benefit at time 

t, Πt , with respect to the decision variable sequence, It j
f

j+ =

∞{ }
0

,  

given predetermined variables It j
f
+ −1  and sequences of the best 

forecasts of S z r h vt j t j
I

t j t j
S

t j j+ + + + + =

∞{ }, , , ,
0

 for the whole period consid-

ered in the present value, t t, , , .+ ∞) 1

  7  	 E S C I I S z r ht t J
j

t j
A

t j
f

t j t j
I

t j t j
SΠ Σ[ ] ≡ − − ( )( ){

 =
∞

+ + + + + +0β * , , ,

−− ( ) − +( )}
+ + + +C I C c S Im

t j
f f P

t j t j t j
f, , ,δ ∆

where β  is the discount factor and E Et t t. .|[ ] ≡  � Ω  is the con-
ditional expectation operator for full relevant data set tΩ  
available for a firm at time t  when it is going to determine the 
optimal sequence It j

f

j+ =

∞{ }
0

. We have assumed that the sales in-
come function is concave and that cost functions are all con-
vex, meaning the first order condition (Euler equation) is the 
necessary and sufficient condition for an optimal.17

Eichenbaum (1989) solves this problem for a set of specific 
parameters where the first order condition gives a necessary 

17	 This formula should include benefits stemming from all pro-
duction and financial operations conducted by a firm, or at 
least those associated to different types of inventories. For in-
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and sufficient condition. After appropriate algebraic manipu-
lation, he obtains the condition for the optimal plan of inven-
tory stocks It j

f

j+ =

∞{ }
0

, according to which:

1)	 It
f  depends positively on expected future sales St j

f

j+ =

∞{ }
0

: Inventories are held for production smoothing;

2)	 It
f  depends negatively on current sales St

f : Because mar-
ginal production costs are increasing, there is a margin 
above which firms would rather cover their sales with in-
ventories than increase production;

3)	 It
f  depends negatively on a current stochastic shock to 

marginal production costs vt : When marginal produc-
tion costs are high, firms would rather meet current 
sales with current inventories than increase production;

4)	 It
f  depends positively on future shocks to marginal pro-

ductions costs vt j j+ =

∞{ }
1

: Firms would rather build up 
inventories with current production when current mar-
ginal production costs are low compared to future ones, 
and therefore meet future sales out of those stocks of in-
ventories instead of future production; and 

5)	 It
f  depends negatively on the linear coefficients (pres-

ent and future) of inventory holding costs, e t j j1 0+ =

∞{ }  (see 
note 14).

Formulating the problem of a representative firm assumes 
that the variables are stationary. Given that production and ag-
gregate sales are not stationary, the problem must be rewritten 

stance, costs associated to the factors of production for work 
in progress separated from finished goods, net benefits result-
ing from production operations for work-in-progress as well as 
financial operations such as purchases-sales of raw materials 
(the inventories restriction  would be modified accordingly). The 
simple specification in terms of real benefits avoids considering 
the possibility for accounting part of the financial-speculative 
activities the corporate sector may perform with different types 
of inventories it holds.
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through an appropriate normalization or alternatively by using 
a two-step approach proposed by Callen et al. (1990): 1) propose 
a linear cointegration relationship between the nonstationary 
level of inventories and the determinants of a desired level of 
inventories; and 2) use the cointegration error sequence to 
minimize total costs C C Ct

T
t
m

t
P= +  for each period as a func-

tion of inventory stocks.
The theoretical framework provides a qualitative expla-

nation for the relation between the level of inventories and 
its determinants, although as mentioned previously, we will 
only use average percentage variations var%( )  in the follow-
ing sections.18

4. PROPOSED VARNN-ARCH MODELS 

A family of dynamic models are immune to heteroskedasticity 
problems and are appropriate for both the conceptual model of 
the previous section and most models used in macroeconom-
ics, where the aim is for the conditional means to be correctly 
calculated despite the presence of outliers and high variance 
episodes (Hamilton, 2008).

4.1 Conditional Means

First, we describe the models to be estimated for the condition-
al means. The first model for those moments is a typical linear 
multivalued function of var(K, p) models,

  8  	 y A A y A y A A y

N
t t p t p t j

p
j t j t

t t t

= =+ + + + + +

∼ ( )
− − = −

−

0 1 1 0 1

1 0

… ε ε

ε

Σ

Ω Σ

,

,| ,,

18	 Another justification for this can be found in the properties 
of elasticities εi  of a scalar function that depends on n  vari-

ables, z z x xt t t
n= ( )1,..., ,  or var z var xt

i

n

t
i

i% % .= ( )
=
∑

1

ε  The property is 

applicable to any of the functions used under this theoretical 

framework (including Euler conditions).
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where ′ ≡ { }y y y yt t t Kt1 2, , ,  and ′ ≡ { }ε ε ε εt t t Kt1 2, , , are vectors of 

K  stationary variables, Ωt t t t py y y− − − −≡ ′ ′ ′{ }1 1 2, , ,  is the relevant 

data set and Σt t
ij≡ 



σ  is matrix K × K of conditional covari-

ances of period t (σ σt
ij ij= for var(K,p) models).

The second group of nonlinear var models generalizes the 
model of Equation 8:

  9  	 y A g Nt t t t t t= + ( ) + ∼ ( )− −0 1 1 0Ω Ω Σε ε , ,|

where it is usual to postulate a specific nonlinear multivalued 
function g . ,( )  for instance, choosing (somewhat arbitrarily) 
the smooth transition function, vstvar, or the self-excited 
threshold function setvar (see Granger and Teräsvirta, 1993).

Instead of assuming a priori the knowledge of function 
g . ,( )  a hypothesis that is taken as a premise in modern macro-
economics, here we employ a more general assumption: the 
existence of unknown nonlinear patterns in the data. Hence, 
we propose using flexible dynamic models (neural networks) 
whose main property is precisely a high capacity for approxi-
mating those patterns in the data. In this context, we choose 
a network architecture named multilayer perceptron (mlp).19 Its 
dynamic version (varnn-perceptron or varmlp) will be used 
to obtain an approximation (global) of the nonlinear multival-
ued g . ,( )  the one that best adjusts to nonlinear patterns in the 
data.20 According to that architecture, this is made possible by 
combining a finite number of basic structured nonlinear H 
functions in a multilayer graph,

19	 See Dorffner (1996). This architecture of artificial neural networks 
(ann) are used in temporal series (also known as feedforward  ann; 
see Kuan and Liu, 1995).

20	 A Taylor approximation requires a specific function and an 
approximation point.
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  10         g h j yt i
H

i i t i
H

i i i j
p

i t jΩ Σ Ω Σ Ψ ∆ Σ ∆− = − = = −( ) ≈ + ( ) = + ( )( )1 0 1 1 1 0 1β β β , ,

where H  units hi  are denoted hidden units, each one of which 
is a multivalued linear function Ψi  whose components are 
bounded functions.21

4.2 Conditional Covariances

Second, we describe the family of models for the conditional 
covariance matrices of the model we will finally estimate. This 
is the family of multivariate arch models, of which the most 
well-known are vech, bekk and exponential. The vech mod-
el is the most general,

  11  	 vech c C vech B vecht h
p

h t h t h k
q

k t kΣ Σ Σ Σ( ) = + ′( ) + ( )= − − = −1 1ε ε ,

where using a vech  operator (that stacks elements above and 
below the square matrix diagonal) gives c  as a vector of or-
der K K +( ) ×1 2 1  and Ch{ } , Bk{ }  are matrices of order 

K K K K+( ) × +( ) 1 2 1 2 .  As mentioned in Ding and En-
gle (2001), their generality goes hand in hand with their re-
duced parsimony and the difficulty of imposing restrictions 
that ensure a sequence of positively defined matrices Σt{ }  (ex-
cept when imposing Ch{ }  and Bk{ }  diagonals).

The bekk model is a restricted version of the vech model 
that generates a sequence of positively defined Σt{ }  matrices 
by imposing a quadratic parameter structure,

21	 Shachmurove (2002) mentions that a major advantage of anns 
is their ability to analyze complex patters quickly with a high 
degree of accuracy and without making assumptions about the 
distribution of the data. Among the disadvantages are the fact 
they tend to over-fit data and lack a standard structured method 
for choosing, developing, training and evaluating an ann.
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  12  	 Σ Σ Σ Σt h
p

h t h t h h k
q

k t k kCC D D E E= ′ + ′( ) ′ + ′= − − = −1 1ε ε ,

where C, Dh{ }  and Ek{ }  are matrices K × K  and only C  is a low-
er triangle. Engle and Kroner (1995) provide the conditions 
by which a bekk model encompasses all diagonal vech mod-
els with a sequence of positively defined matrices Σt{ }  and al-
most all vech models with a set of positively defined matrices 
Σt{ }. These conditions eliminate all redundant representations 

(that are observed as equivalent).
The possibility of asymmetries in conditional covariances 

has been taken into account through two strategies. The first 
imposes specific restrictions not necessarily substantiated 
by the data (for instance, those proposed in Ebrahim, 2000; 
see Annex B in Barrera, 2010) while the second, proposed by 
Kawakatsu (2006), uses specific unrestricted parameterization, 
which we will use to adapt the model for this study.

Kawakatsu (2006) proposes a generalization of the asymmet-
ric model of Nelson (1991) to the multivariate case that man-
ages to maintain the generality of the vech representation 
through an innovative parametric structure that generates a 
sequence of positively defined Σt{ }  matrices without the sen-
sitive simplifications of Ebrahim (2000). Using a vech repre-
sentation, Kawakatsu (2006) proposes

  13  	
vech log c C C Et h

p
t t h h

p
t t h t h

k

( ) * **Σ Σ Σ

Σ

( ) − = + − { }( )
+

= − = − −

=

0 1 1

1

ε ε ε
qq

k t kB vech log c( ,)Σ −( ) −( )0

where log tΣ( )  is the matrix logarithm  of Σt , vech log tΣ( )( ) 
and c vech C0 ≡ ( )  are vectors K K +( ) ×1 2 1, C  is a sym-

metrical matrix K × K and matrices Ch
*{ }, Ch

**{ } and Bk{ }  

have dimensions K K K+( ) ×1 2 , K K K+( ) ×1 2  a nd 
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K K K K+( ) × +( ) 1 2 1 2 , respectively. Matrices Ch
**{ } cap-

ture the leverage effects  in the conditional covariance process.
Using the matrix logarithm transformation of the covariance 

matrix (symmetrical) means it is not necessary for log tΣ( )  to be 
positively defined (or to impose any condition). Applying the 
exponential matrix (inverse) operation to that transformed 
space gives a covariance matrix that is symmetric and therefore 
positively defined. This allows any dynamic to be specified for 
this matrix, always generating a positively defined sequence 
of Σt{ }  matrices.

If T  is the number of observations, where ′ ≡ { }y y y yt t t Kt1 2, , ,  
is the transposed vector of K  variables and Θ  is the column 
vector of all the parameters, the normal multivariate condi-
tional density of y |t tΩ −1  can be written as:

  14  	 f y expt t

K

t t t t| Ω Θ Σ Σ−
− − −( ) = ( ) − ′( )( )1 2

1
2 12 1

2
; ;π ε ε

and log-likelihood function l lQ t
T

t= =Σ 1 ,  is obtained, where 
l log yt t t≡ ( )−|Ω Θ1; . For comparison purposes, the contribu-
tion of observation t to this log-likelihood function is 

  15  	 l Klog logt t t t t= − ( ) + ( ) + ′( )−1
2

2 1π ε εΣ Σ .

In the case of the exponential matrix model of Kawakatsu 
(2006), this expression can be written as 

  16  	 l Klog logm e et
logm

t
logm

t
t t= − ( ) + ( ) + ′ ( )( )( ) ( )1

2
2π ε εΣ Σ .

Using the following exponential matrix and matrix loga-
rithm properties:

1)	 For all square matrix A, e eA A( ) =
− −1

.
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2)	 For all symmetrical matrix S, logm e traza SS( ) = ( ).

We obtain 

  17  	 l Klog traza logm et t t
logm

t
t= − ( ) + ( )( ) + ′ ( )( )− ( )1

2
2π ε εΣ Σ

.

By adding the exponential matrix of Kawakatsu (2006) to 
the proposed nonstructural modelling, which includes a mul-
tivariate Student’s t distribution, all the parameters are robust 
to the presence of atypical observations without imposing spe-
cific restrictions not necessarily substantiated by the data. This 
model is estimated for the case of Peru with 65 quarterly data 
for the period 1994Q1-2010Q1.22 Al the variables are expressed 
as four-quarter average percentage variations.

Estimation of the dynamic flexible econometric model is feasi-
ble, despite computing restrictions, if the over-parameterization 
problem is addressed. The latter is common in neural network 
models and can reduce their usefulness for predictive purpos-
es. Annex B describes the maximum penalized likelihood method 
for solving this problem and the associated reduced number of 
degrees of freedom.

4.3 A Contemporaneous Structure 

We proposed a structural model for covariance matrix de-
composition for the final period t = T  of the nonstructural 
varnn-arch model estimated (although the following discus-
sion is applicable to the covariance matrix of any period t). 
Using decomposition ab, matrix (I−A) is triangular and ma-
trix B  is dimension diagonal k = 5. Ordering of the structur-
al model y XDem PuDem PrDem BInv GDP, , , ,t t t t t t{ }≡  should be 
taken into account for interpreting its coefficients: The most 

22	 The possibility of including the period of high inflation and its 
subsequent stabilization was rejected due to considerable fluctua-
tions in relative prices. With the lags in conditional means and lags 
in conditional covariances, the estimated sample of conditional 
covariances includes 41 observations (2000Q1-2010Q1).
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exogeneous shocks correspond to those of the growth rates of 
XDem PuDem Dem, ,t t tPr{ } , in response to which follows the compen-

satory action of the shock to the growth rate of BInvt{ } (accord-
ing to prevailing incentives), all of which finally determines the 
shock in the growth rate of GDPt{ } .

Expected values or signs of coefficients aij  in the matrix (I−A) 
come from the theoretical model described in Section 3. We pos-
tulate that there are contemporaneous relations among shocks 
to the three aggregate demand components: It is anticipated 
that PuDemt{ }  fulfills some type of compensatory function in re-
sponse to shocks in DemtPr{ }and DemtX{ }  (inverse  relations reflect-
ed in positive  coefficients immediately below the main diagonal 
of the submatrix (1:3,1:3) of (I−A); see Table 3). Moreover, shocks 
in all three components affect firms’ inventory and production 
decisions. If a firm’s only incentive for holding inventories was 
production smoothing, the contemporaneous relations between 

BInvt{ } and the three aggregate demand components would be 
inverse and reflected in positive  coefficients in the fourth row of 
(I−A). However, if there are additional incentives for increasing 

BInvt{ }, these relations might be direct (negative  coefficients in 
said row). Furthermore, while production smoothing, GDPt{ } , 
would free it from demand shocks (coefficients in the fifth row 
would be null), additional incentives  would generate direct  rela-
tions between supply shocks23 and all the rest (negative  coeffi-
cients in that row).24

23	 As mentioned in Section 3, production shocks encompass mar-
ginal costs shocks (for instance, in the relative prices of factors 
of production) and technology shocks (investments that improve 
capital assets), but also include shocks to production processes 
(problems of logistics such as, for instance, cuts in energy sup-
plies for manufacturing or mining, or shortages in inputs such 
as water for agricultural production, etc.).

24	 Section 2 does not mention that growth of AgDemt{ }  is a weighted 
average of the growth of the first three components of the vector 
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5. RESULTS

From an econometric and statistical standpoint, it is worth 
questioning the relevance of using such general assumptions, 
performing statistical tests to validate the need for them, ei-
ther individually or jointly. The answer, however, should con-
sider the need to nest simpler hypotheses within the proposed 
model, a consideration that has proved hard to find in the lit-
erature consulted on the penalized likelihood (see Annex B).

The results of the proposed general observation tool that 
imposes a minimum number of maintained assumptions (with 
the additional cost associated with their estimation) are shown 
below. Another significant product of this tool is the availabil-
ity of conditional covariances estimates (conditional varianc-
es indicate periods of greater uncertainty for each variable in 
the model).

5.1 Nonstructural varnn-arch Model

Figure 3 shows the conditional variance of four-quarter av-
erage percentage variations for each of the three aggregate 

of endogenous variables.

Table 3

MATRIX (I−A)

Affect a structural 
shock in:

Structural shocks of
XDem PuDem PrDem BInv gdp

XDem 1 0 0 0 0

PuDem a21 1 0 0 0

PrDem a31 a32 1 0 0

Binv a41 a42 a43 1 0

gdp a51 a52 a53 a54 1
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demand components, inventories, and production (i.e., units 
are squared variations).

It can be seen that the conditional variances of PrDem  and 
gdp change over time, while that of BInv, PuDem, and XDem 
appear as pseudo-constants due to the variation range of con-
ditional variances that clearly change over time.25

Conditional variances of PrDem  and gdp tend to rise con-
temporaneously, standing out the more recent jumps in un-
certainty. Meanwhile, the sequence of conditional variances 
for gdp tends to be smaller than the sequence corresponding 

25	 These two wide ranges of variation could reflect the need to 
separate quanta  from relative prices inherent to original units 
(1994 nuevos soles) for including them in larger sized models 
(and difficult to estimate). In any case, all conditional moments 
of the model estimated are so with respect to the small number 
of included variables.

Figure 3
CONDITIONAL VARIANCES OF THE AGGREGATE DEMAND COMPONENTS, 

INVENTORIES, AND PRODUCTION
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to PrDem, which reflects the existence of a degree of production 
stabilization with respect to PrDem  that is attributable to inven-
tory management and is more noteworthy in the event of jumps 
in the uncertainty of PrDem. As for pseudo constant condition-
al variances over time, that of the PuDem  is greater than that of 
BInv, and that one is in turn larger than that of XDem. Given that 
these pseudo constants tend to be larger than the variances that 
change over time (PrDem  and gdp), production stabilization is 
performed for each of those aggregate demand components.

With respect to the estimated conditional variance sequence 
for AgDem, which has been added to the previous figures, we cal-
culated it based on the conditional covariances submatrix of its 
three components (PrDem, PuDem, and XDem).

The conditional variance of AgDem  confirms the possibility 
that motivated this study: That it is smaller than the conditional 
variance of gdp (except in one quarter subsequent to the recent 
period of maximum uncertainty) and with a relative magnitude 
of around one to four (during the period of low lower uncer-
tainty). This result is in contrast to results obtained with un-
conditional variances (see Table 2), explained by the impact of 
conditional covariances among their three components.

To conclude, aggregate management of inventories leads to 
production stabilization through mechanisms that are reflect-
ed in the conditional covariances of variances in all three com-
ponents of AgDem (PrDem, PuDem, and XDem). The evolution 
of all 15 different entries in the conditional covariance matrix 
(standardized) is presented in Annex C. Two out of the three 
covariances that intervene in calculating AgDem variance are 
negative, (PrDem, XDem) and (PuDem, XDem), which contrib-
utes to the sequence of the variance of AgDem  being closer to 
abscissa (see Figure 4).

Covariances (BInv, PuDem) and (BInv, XDem) are negative, 
reflecting expected inverse relations when there are no other 
incentives for holding inventories except gdp smoothing. Co-
variance (PrDem, BInv) is the only positive one, reflecting the 
expected direct relations when there are additional incentives 
for BInv  growth.
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5.2 Structural varnn-arch Model: 
Contemporaneous Structure 

Table 4 displays the coefficients estimated for the matrices of 
ab decomposition of the conditional covariance matrix esti-
mated for the last sample period (T = 2010Q1). Note that items 
below the diagonal in (I − A) have the opposite sign to those of 
the corresponding items of A, while items different to zero in 
matrix B (its diagonal) are shown as a column vector.

All the parameters estimated in the matrix (I − A) for period 
T of the sample are statistically equal to zero, except the param-
eter that measures the positive  impact of the PrDem  structur-
al shock on gdp (−1.207 in the table). Estimates in period T  of 
the sample reveal that the contemporaneous relations between 
BInv and AgDem  components are statistically equal to zero. 
Therefore, gdp growth smoothing is not the only incentive 

Figure 4
CONDITIONAL VARIANCES OF THE AGGREGATE DEMAND COMPONENTS, 
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for increasing BInv  in that period, meaning there are possibly 
additional incentives  for it. The only parameter statistically dif-
ferent from zero is consistent with the presence of additional 
incentives, which according to the macroeconomic context of 
that period means that negative shocks in PrDem  growth are 
reflected in decreases in production growth measured in gdp.

On the basis of these contemporaneous relations we obtain 
the response functions for any variable i after a 1% change in 
any variable j  (impulse response functions), denoted as FRI j i→[ ].  
Impulse response functions (irf) were calculated as the differ-
ence between two projections that are not based on a station-
ary state: a projection with the structural shock from period 
T, the last period of the sample, and a projection without this 
shock (see Koop et al., 1996).

Table 4

ESTIMATED CONTEMPORANEOUS RELATIONS
Spvarnn-arch with five variables

B

I−A

1 2 3 4 5

XDem PuDem PrDem BInv gdp

1 XDem 3.671 1.000

  (1.985)

2 PuDem 5.361 0.053 1.000

  (1.679) (0.123)

3 PrDem 3.332 0.059 (0.047) 1.000

  (1.112) (0.074) (0.118)

4 BInv 4.040 0.044 0.172 (0.076) 1.000

  (0.521) (0.117) (0.188) (0.115)

5 gdp 1.822 (0.013) (0.002) (1.207) (0.008) 1.000

(1.335) (0.016) (0.026) (0.016) (0.033)
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The irfs do not generally show asymmetries in the sign or 
magnitude of shocks, although the scale of contemporaneous 
impacts (responses in period T ) dominate the scale of the rest 
of the sequence (responses in periods T + h, h ≠ 0). For this rea-
son, irfs are presented in 2 × 2 subgraph matrices: irfs in the 
first row include contemporaneous impacts, while those in the 
second row exclude them.26

5.3 Impulse Responses in the PrDem

Figure 5 displays irfs for estimated increases in BInv  and gdp 
after a shock of 1% in PrDem  growth. This positive structural 
shock in PrDem  causes gdp growth to increase at the time of 
impact, it falls soon after and then continues to decline slow-
ly towards zero. Meanwhile, BInv  growth increases upon im-
pact, continues increasing very slowly and then falls 10 quarters 
ahead.

Considering the relative magnitudes, a positive structural 
shock in PrDem  growth is initially absorbed by a sharp increase 
in the gdp growth and a slight increase in BInv  growth (which 
is followed by a delayed smaller decrease 10 quarters ahead). 
This behavior is in disagreement with simple intuitive inven-
tory management, but consistent with additional incentives  for 
raising the growth of BInv, such as lags in the adjustment of 
the aggregate production process and induced price chang-
es that maximize private profits (high current prices with re-
spect to the marginal production costs of stocked goods, not 
necessarily finished goods).

The model estimated captures here the episodes where in-
ventory investment amplifies the response of gdp to large neg-
ative demand shocks (during the recessive phases of Peru’s 

26	 The first row of graphs includes the value of the coefficient cor-
responding to the estimated contemporaneous impact in matrix 
A (Table 4), which is typically greater (in absolute value) than 
the contemporaneous impact in the corresponding irf due to 
the way it was calculated.



178 Monetaria, January-June, 2018

economy since the start of the 1990s, particularly the most 
recent one), the demoderation phenomenon mentioned in Sec-
tion 1.

Limitations to inventory statistics in Peru27 make it nec-
essary to postpone a strict comparison of a new hypothesis 

27	 Barrera (2009) employs 12-month average percentage changes 
to date the phases of business cycles in Peru’s economy with 
monthly periodicity. Using those units avoids problems for mea-
suring real monthly levels, making the monthly dates for peaks 
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expounded in the literature that the recent international cri-
ses explain most of the recent fluctuations in the inventory cy-
cle (especially in exportable primary products) and therefore 
in the activity of an increasingly globalized economy such as 
Peru’s (see Alessandria et al., 2010).28 This paper provides in-
direct evidence to support this hypothesis.

5.4 Impulse Responses in PuDem

Figure 6 displays irfs for the estimated growth in BInv  and 
gdp after a shock of 1% in PuDem  growth. In response to a posi-
tive structural shock in PuDem  growth, BInv  growth falls upon 
impact and subsequently remains unchanged until it increas-
es 10 quarters ahead. On the other hand, gdp growth increas-
es upon impact, then rises very slightly and falls lightly after 
which it exhibits a series of small falls and rebounds with the 
zero line as a ceiling.

Given the relative magnitudes, an increase in PuDem  growth 
is absorbed by a significant fall in BInv  growth and a small in-
crease in gdp growth. The tendering process associated with 
government expenditure, very different on aggregate from the 
private expenditure process, can explain this behavior more 
in line with intuitive inventory management, but opposite to 
that resulting from a shock in PrDem (of the same sign).

and troughs more robust. Given those dates, if the coefficients 
(inventory investment)/gdp of recessionary phases in Peru are 
calculated using real quarterly flows in millions of 1994 soles, 
only the coefficient corresponding to the recession between De-
cember 1997 and August 1999 (1997M12-1999M8) will be valid.

28	 Disaggregating inventory investment into its typical components 
(inputs, work-in-progress and finished goods) is not feasible 
with data for Peru, and even less so with its external trade com-
ponents (exports, imports and nontradeable goods). The latter 
disaggregation is used by Alessandria et al. (2010) for usa.
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5.5 Impulse Responses in XDem

Figure 7 displays irfs for the estimated growth in BInv  and 
gdp after a shock of 1% in XDem  growth. In response to a posi-
tive structural shock in XDem  growth, BInv  growth falls upon 
impact and then remains unchanged until it increases mar-
ginally 10 quarters ahead. Meanwhile, gdp growth decreases 
almost unnoticeably and subsequently posts a series of modest 
increases and decreases.

Figure 6
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Given the relative magnitudes, an increase in XDem  growth 
is absorbed by a fall in BInv  growth as well as an imperceptible 
drop in gdp growth. With respect BInv  growth, the response 
is qualitatively similar to the response to a positive structural 
shock in PuDem, meaning it is not possible to reject that the way 
sales of goods and services are conducted abroad has similar 
effects to those that stem from the way sales are made to the 
federal government on aggregate inventory management. In 
both cases, the magnitude of responses in gdp growth reflects 

 → 

Figure 7
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the fact that gdp growth is not the main adjustment channel. 
Nonetheless, decreases in gdp growth in response to the shock 
in XDem  can be understood as the impact of mining produc-
tion dynamics (where production is reduced when external 
prices are high).

5.6 Observations

irf calculations employ a projection without a shock that is not 
based on a stationary state. A comparison of this projection 
with the recent execution of aggregate demand components 
for the 2010Q2-2010Q4 (out of sample) was not encouraging, 
reflecting that the propagation of shocks during the last two 
years point to a scenario of an economic slowdown in the me-
dium term.

irf patterns do not follow a smooth transition as in the 
over-parameterized linear var models. For instance, those 
for BInv  are reflected upon impact as well as 10 quarters after 
the shock to any component of AgDem (although with different 
signs), which is explained by different ways for contracting or 
demanding goods and services.29 This lack of a smooth transi-
tion is normally obtained when exclusion restrictions are im-
posed (parsimony) on the parameters of a linear var model 
(see Lütkepohl, 2005). It could also result from the penalized 
log-likelihood (see Annex B) used when parsimoniously esti-
mating a varnn-arch model.

29	 Another explanation is that mechanisms associated to aggre-
gate inventory management are not reflected so much in their 
conditional means (that serves to quantify them) as in their 
conditional second moments. In structural terms, more compre-
hensive inventory management includes risk factors associated 
to profits and losses. In econometric terms, it is possible that 
maximization of the penalized log-likelihood reflects the domi-
nance of changes in the conditional covariance matrix over the 
quadratic errors of the conditional mean vector.
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Finally, the absence of asymmetries in shock response with 
different signs or magnitudes might be a preliminary but ro-
bust result. Optimization of the penalized log-likelihood of a 
neural network model (see Annex B) is equivalent to a learn-
ing process, and this could be lengthy. Due to computing time 
restrictions, the optimization must be truncated after a large 
number of iterations, without the network having detected 
asymmetries. However, the t-Student distribution allows for 
discarding spurious asymmetries in conditional means, mak-
ing it possible to state that the neural network has still not de-
tected asymmetries in the data because they are not evident.

6. CONCLUSIONS AND OUTLOOKS 

This paper econometrically approximates the potentially sig-
nificant nonlinear effects (asymmetries) that inventory man-
agement exerts on production dynamics considering that its 
volatility varies over time. To that end, we decompose aggre-
gate demand into three components (domestic public, domes-
tic private and external).

The most important results are shown in terms of condition-
al covariances. Covariances (BInv, PuDem) and (BInv, XDem) 
are negative, reflecting the expected inverse relations when 
there are no incentives for holding inventories except produc-
tion smoothing. Covariance (BInv, PrDem) is the only positive 
one, reflecting the expected direct relation when there are ad-
ditional incentives besides smoothing gdp growth. In terms of 
contemporaneous relations, the only parameter statistically 
different from zero is consistent with the presence of such ad-
ditional incentives. This parameter indicates that a positive 
shock in PrDem  will be mainly absorbed by a more than propor-
tional increase  in the production rate shock, meaning there is 
an amplifier effect (demoderating) of demand shocks on the 
evolution of production that is explained by the inventory cy-
cle. In fact, some of this faster production rate will be used for 
increased inventory accumulation, which will probably allow 
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for maximizing profits when current prices are high with re-
spect to the marginal production costs of stocked goods.

Another incentive for holding inventories stems from the 
need to have a nonfinancial asset that allows for offsetting short-
term borrowing incurred to cover production when demand is 
growing in the event such increased demand reverts. Precisely, 
given the symmetry found in irfs, a negative shock in PrDem  
will be offset mainly by a slower rate of production, as well by 
decreases in the growth of inventory stocks (although to a less-
er extent). This result might be consistent with inventory man-
agement that takes into account lags in the adjustment of the 
aggregate production process, as well as changes induced in 
prices that maximize private profits, particularly when current 
prices are high compared to the marginal production costs of 
stocked goods (not necessarily finished goods). In this regard, 
there are indications that the amplifier effect (demoderating) 
could be explained by the inventory cycle of raw materials or 
work-in-progress (although we do not have the data to prove 
this more specific hypothesis).

The model estimated partly captures episodes around the 
turning points of gdp in which inventory investment amplifies 
the response of gdp to large demand shocks. This paper, there-
fore, provides indirect evidence to support the hypothesis that 
recent international crises mostly explain recent fluctuations 
in the inventory cycle (especially for commodity exports) and 
therefore in the activity of an increasingly globalized economy 
such as Peru’s (see Alessandria et al., 2010). This would pro-
visionally explain the demoderation described in Section 1, 
particularly in the average incidence of inventory investment 
growth on real gdp growth during four recently observed re-
cessions in Peru (before that generated as a consequence of 
the us crisis in 2007-2008; see Table 1).

There is clearly a need to include other potentially relevant 
variables (some of which are not available for Peru’s economy, 
such as disaggregated inventory investment in raw materials, 
work-in-progress and finished goods). Given the absence of 
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such disaggregated data, the results of this inventory invest-
ment model with aggregate data regarding production stabili-
zation  could represent a reference for more complete models 
that manage to include inventories of work-in-progress and raw 
materials (separate from finished goods) in conditional cova-
riance index modelling. This would provide more appropriate 
evaluation of production stabilization in terms of conditional 
second moments, as well as an improvement in the capability 
of representing the structure of relationships in conditional 
means and, therefore, in the model’s predictive capacity.

ANNEX

Annex A. Aggregate Stock of Inventories according 
to the Perpetual Inventory Method 

In Peru’s experience, shifts in inventory investment have con-
tributed (amplified) recessionary phases since the start of the 
1990s. With the us financial crisis (2007-2008), this amplifi-
cation is more noteworthy, unfolding a demoderation phe-
nomenon in contrast to the Great Moderation observed in the 
business cycles of the us economy (see introductory discussion). 
In any case, highly volatile inventory investment growth rates 
in Peru (see Table 2 in the main text) reveals the need for us-
ing a calibrated series of aggregate inventory stocks instead of 
a series of changes in inventory.

This annex explains the assumptions employed for cali-
brating a series for the aggregate stock of inventories. This is 
obtained based on inventory changes data through two quanti-
tative assumptions: 1) initial inventory stocks and 2) the depre-
ciation rate. Figure A.1 presents a set of alternative sequences 
with initial stocks of between 2,000 million and 13,500 million 
1994 soles for the first quarter of 1990, as well as quarterly de-
preciation rates of between 0.0% and 3.6% (a rate of 2.4% cor-
responds to that of physical capital that depreciates in 10 years).
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All these inventory stock sequences indicate that, before 
the international crisis of 2008 affected most economies in 
the region (2008Q3), Peru had been registering significant 
inventory accumulation that reached a peak in 2008Q4, just 
after the initial impact of the crisis was perceived in financial 
variables such as the exchange rate and interest rates (August 
2008). In terms of inventory stocks, the impact of the crisis is 
evident since the start of 2009 in the form of an unprecedent-
ed deaccumulation in the available sample (1990Q4-2010Q1).

All deaccumulations associated to the financial crises of 
1995, 1998-1999 and 2001 appear small in size and generally 
affect the evolution of inventory stocks cumulatively, for in-
stance, when assuming a depreciation rate higher than that 
for physical capital (for instance, with a quarterly rate of 3.6%) 
and 2,000 million or 4,500 million of initial stock. If we wish 
to reduce the preponderance of the sharp accumulation and 
later deaccumulation of inventories associated to the inter-
national crisis of 2008 in the sample, the initial stock can be 
raised slightly to above 5,000 million, which would be quali-
tatively compatible with high inventory levels expected to be 
registered at the start of the 1990s.30 This paper explicitly ad-
dresses the conditionality of all the results with respect to these 
two quantitative assumptions: 1) initial inventory stock and 2) 
depreciation rate.31

30	 Fujino (1960) refers to high levels of inventory stocks of finished 
goods as a percentage of demand in some Japanese industries in 
1950 or 1951 due to speculation under the setting of the Korean 
war (June 1950 to July 1951). Japan provided military, logistical 
and medical support to the allied forces led by usa.

31	 The results shown use a calibrated sequence of inventory stocks 
that assumes an initial balance of 2,000 million 1994 nuevos 
soles and a null depreciation rate (perpetual inventories).
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Annex B. Estimation via Penalized Maximum Likelihood 

Estimation of multiple time series models typically finds the 
problem of over parameterization unsurmountable. The usu-
al strategies for tackling this problem have been elimination 
algorithms with stepwise and a data criteria sequence, thereby 
achieving parsimonious models.

Based on statistical applications to penalized regression 
problems in chemistry and biology (molecule and geno-
type structures), the literature on parameter shrinkage has 
re(emerged); in it a penalization function in them, is includ-
ed which is added to the function that typically optimized in 
parameter estimation (gls, gmm or mv).32

In the case of mv estimation, the loss function minimized is 
the negative of log-likelihood, which we denote as L θ( ) , where 
θ  is a parameter vector. In a system with multiple variables, 
this vector θ  can be decomposed into two blocks: intercep-
tors α  and all other parameters β , to define the penalized 
loss function as 

  B.1  	 g L Pθ θ βλ( ) ≡ ( ) + ( ),

where Pλ β( )  is one of the three penalized functions available 
in the literature (see McCann and Welsch, 2006, and Ulbricht 
and Tutz, 2007) that depend on tuning parameters λi  (positive):

32	 The typical mco estimator minimizes SSE y x y x  β β β( ) ≡ −( )′ −( ).  

To avoid a potential problem of multicollinearity, the ridge 

estimator β λ≡ ′ +[ ] ′−
x x Q x y

1  was devised to minimize 

SSER SSE Q   β β λβ β( ) ≡ ( ) + ′ , where Q  should be a positively de-

fined arbitrary matrix and λ > 0  so the mco estimator regularizes 
(see Firinguetti and Rubio, 2000, for references and a gener-
alization). Returning to our context, a parsimonious estimator 
belongs to this same family of estimators because Q = I obtains 
the penalized version of SSE β( ).
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1)	 Lasso or L1 (strong zeros; Tibshirani, 1996), 
P i

q
iλ β λ β( ) ≡ ∑ =1 .

2)	 Ridge or L2 (against over-parameterization), 
P i

q
iλ β λ β( ) ≡ ∑ =1
2.

3)	 Elastic network (L1 and L2), P i
q

i i
q

iλ β λ β λ β( ) ≡ ∑ + ∑= =1 1 2 1
2 .

The most direct reason for optimizing this new loss function 
is clearly that of estimating the parameters at the same time as 
selecting the specification (Fan and Li, 1999). This model se-
lection is apparently more direct than the alternative of per-
forming a series of hypothesis tests. Nonetheless, the main 
motivation is to reduce the mean squared error (mse) of the 
sample. One well-known econometric result is that the mv es-
timator over-estimates the length of the true parameter vector 
when the regressors are not orthogonal amongst each other, 
causing significant bias in the mv estimator. Minimizing this 
bias led to the family of ridge  estimators (see Fomby et al., 1984, 
pp. 300-302 and references), specifically an mv estimator with 
restrictions or penalties.

However, similarly to the ridge  family of estimators (see 
note 29), it is necessary to determine tuning parameters λ > 0  
through a set of estimations for different values of λ. 33

B.1 Tuning λ  Parameters in varnn-arch Models 

We define the estimator we will use as 

  B.2  	 arg min .θ λ θ( ) ≡ ( ){ }g

33	 The complexity of the resulting optimization problem for each 
fixed value of λ, is considerably greater, meaning addressing it 
various times to fill a grid and thereby select the tuning parameters 
(and associated β  parameters) is extremely costly in computa-
tional terms. For the simple case of a lasso  regression, a group 
of algorithms has been proposed (see Wu and Lange, 2008).
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Tuning parameters λ  are basically Lagrange multipliers and 
are usually determined in such way that the asymptotic mean 
squared error (mse) of estimator θ λ ≠( )0  is less than the asymp-
totic variance of the estimator of mv, .θ λ =( )0  This determina-
tion is direct in a simple problem such as a linear regression, 
but generally requires, in the case of the elastic network, a search 
algorithm in an ++

2  mesh with simulation at each point of it, a 
procedure too computationally costly for a varnn-arch model.

The alternative is to define its optimization as a weak appren-
tice, i.e., λ λ1 2,( )  with large values to force small changes in each 
maximum likelihood iteration and thereby obtain more stable 
estimates (Ulbricht and Tutz, 2007).34 The advantage of this 
likelihood penalization is that neural network training and 
pruning is performed in parallel, meaning the neural network 
can adapt for minimizing errors associated with pruning (see 
Reed, 1993). This alternative was the first to be used for a var-
nn-arch model, without managing to converge after a large 
number of iterations.

After forcing very small changes with large values for λ λ1 2, ,( )  
we used ad hoc values based on the proposals of Fan and Li 
(1999), i.e.,

  B.3  	 λi nparam= ( )2log ,

where nparam  is the total number of θ  parameters in the model. 
This strategy did not manage convergence for an even higher 
number of iterations (three million). The results reported in 
this version of the paper use nonstructural parameters of the 
varnn-arch estimated using this strategy.

34	 In fact, the nonlinear classification problems that are typical 
applications of neural networks, optimization of the objective 
function L θ( )  is established around a set of desirable values, 
defining these regularization penalties and fixing parameters 

λ λ1 2,( )  through other criteria. See Jaakkola (2006).
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B.2 Alternative to a Single Tuning Parameter 

Finally, results were obtained with the truncated maximum 
(reaching the maximum number of iterations without converg-
ing) of the penalized likelihood function for a lasso function 
using the value of the previous equation for the single tuning 
parameter. These results have allowed for estimating the pro-
posed contemporaneous structure and performing provisional 
tests on it (they would not be provisional if the required con-
vergence had been achieved), which has been reflected in a 
lack of accuracy of the projections generated. Although con-
vergence has not been produced after a prohibitive number of 
iterations, in this subsection we present an alternative tuning 
strategy proposed by Wang et al. (2007).

Wang et al. (2007) propose discarding the lasso penalty with 
a single tuning parameter due to the potentially significant bias 
it generates and using multiple tuning parameters, in fact, one 
for each parameter of the unpenalized likelihood function.

  B.4  	 λ
λi

i

nparam
nparam

=
( )log

.

Greater parametric complexity in the penalization func-
tion proposed in Wang et al. (2007) is addressed through a 
profitable strategy for estimating in a first stage all the tuning 
parameters for optimizing the unpenalized likelihood, and 
then using said estimates in a second stage of penalized likeli-
hood optimization. Another advantage of this strategy is that 
it solves the problem of a lack of asymptotic characteristics re-
quired for performing statistical tests when there is only one 
tuning parameter.
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Annex C. Evolution of Conditional Covariances (Standardized)
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Figure C.2
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Figure C.2 (cont.)
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